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A B S T R A C T

A computer-aided diagnosis (CAD) system requires detection, segmentation, and classification in one framework
to assist radiologists efficiently in an accurate diagnosis. In this paper, a completely integrated CAD system is
proposed to screen digital X-ray mammograms involving detection, segmentation, and classification of breast
masses via deep learning methodologies.

In this work, to detect breast mass from entire mammograms, You-Only-Look-Once (YOLO), a regional deep
learning approach, is used. To segment the mass, full resolution convolutional network (FrCN), a new deep network
model, is proposed and utilized. Finally, a deep convolutional neural network (CNN) is used to recognize the mass
and classify it as either benign or malignant. To evaluate the proposed integrated CAD system in terms of the
accuracies of detection, segmentation, and classification, the publicly available and annotated INbreast database
was utilized. The evaluation results of the proposed CAD system via four-fold cross-validation tests show that a
mass detection accuracy of 98.96%, Matthews correlation coefficient (MCC) of 97.62%, and F1-score of 99.24%
are achieved with the INbreast dataset. Moreover, the mass segmentation results via FrCN produced an overall
accuracy of 92.97%, MCC of 85.93%, and Dice (F1-score) of 92.69% and Jaccard similarity coefficient metrics of
86.37%, respectively. The detected and segmented masses were classified via CNN and achieved an overall
accuracy of 95.64%, AUC of 94.78%, MCC of 89.91%, and F1-score of 96.84%, respectively. Our results de-
monstrate that the proposed CAD system, through all stages of detection, segmentation, and classification,
outperforms the latest conventional deep learning methodologies. Our proposed CAD system could be used to
assist radiologists in all stages of detection, segmentation, and classification of breast masses.

1. Introduction

Breast cancer is considered to be one of the most common types of
cancer affecting women worldwide. Statistical results published in 2017
categorized breast cancer among the highest levels of all other cancers,
accounting for 30% of estimated new cases and 14% of deaths [1]. In
2008, the World Health Organization (WHO) reported that 13.7% of
deaths among women worldwide was due to breast cancer [2]. Early
detection of breast cancer is a critical requirement for reducing the
mortality rate among women [2–5]. At present, digital X-ray mammo-
graphy is the most reliable screening device for suspicious breast
masses and microcalcifications in the early stages [3,4,6,7]. Indeed,
women over 40 years old are encouraged by the National Cancer

Institute (NCI) to undergo breast screening one or two times per year
using both views of mammograms: mediolateral oblique (MLO) and
cranio-caudal (CC) [8]. In the diagnosis of breast abnormalities, clinical
experts classify suspicious masses as benign or malignant. This task
presents a daily challenge for radiologists due to the huge number of
mammograms as well as the time and effort to examine each view of a
mammogram [4,9,10]. Thus, a tradeoff between sensitivity and speci-
ficity has been realized during the diagnosis process. Through the use of
a second reading, either by other experts or by a computer-aided di-
agnosis (CAD) system, the overall accuracy and specificity of mass de-
tection, segmentation, and classification could be improved [3,11] and
false positive and negative cases reduced. A reliable and robust CAD
system could be of significant assistance in clinical practices [12,13].
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There have been active developments for such a breast CAD system in
each specific area of detection, segmentation, and classification. How-
ever, there are few studies involving a completely integrated system.

Mass detection from breast images is considered an important pre-
processing stage to detect potential regions (i.e., masses) for further
analysis by a CAD system. In fact, the variation of the masses within the
surrounding tissues in terms of texture, shape, size, as well as the lo-
cation in mammograms, makes the detection task challenging
[8,13,14]. The majority of conventional CAD systems rely on manually
detected masses and their hand extracted features to recognize the
suspicious masses as benign or malignant via conventional machine
learning techniques [11,15–18]. So far, this practice has resulted in a
rather significant number of false positives [19–23]. Recently, novel
detection approaches based on deep learning were introduced into a
CAD system to overcome the challenging tasks of mass detection from
mammograms [10,19,24].

Breast mass segmentation also plays a crucial role in accurately
extracting discriminative shape features of specific mass regions, while
excluding surrounding tissues [19,25]. In fact, improving overall ac-
curacy in addition to reducing false positive and negative rates by mass
segmentation is a big challenge due to the strong association between
the presence of masses and their irregularities in shape, size, and lo-
cation with low contrast and ambiguous boundaries [6,26–28]. Many
studies involving mass segmentation have utilized region growing, ac-
tive contour, and Chan-Vese methods [6,26,27]. Unfortunately, these
methods still lack performance in handling mass segmentation auto-
matically, because the simple hand-crafted or semi-automatic features
based on prior knowledge cannot deal with complex shape variations,
as well as the different density distribution of the masses and their
surrounding tissues [6]. Recently, a few studies based on deep learning
models have offered a good alternative to other conventional segmen-
tation methods, by automatically extracting deep high-level hierarchy
features for mass segmentation directly from input raw data to avoid
the problems of hand-crafting features [4,19,29,30].

The majority of CAD systems have been developed in the area of
mass classification to distinguish breast cancer as either benign or
malignant utilizing conventional machine learning classifiers
[11,15,16,17,18,31]. To build such systems, a set of hand-crafted or
semi-automatic features describing the characteristics of masses are
required. These features must have a good discriminative power to
distinguish between either benign or malignant mass abnormalities. In
fact, the conventional CAD systems based on hand-crafted features
suffer due to the high degree of similarity between mass vs. non-mass
and benign vs. malignant breast tissues [18,31,32]. Alternatively, some
new strategies based on deep learning have recently been proposed to
handle the mass classification task [3,31]. These strategies can learn
and extract deep high-level features from raw input data directly and
achieve much better classification performance in comparison to the
traditional approaches [3,4,10,19,33]. In addition, a hybrid CAD
system based on a combination of hand-crafted and deep high-level
features has presented good results in the mass classification of breast
masses [29].

The main contribution of this study is a fully integrated CAD system
including three deep learning stages (i.e., detection, segmentation, and
classification). Also the newly proposed segmentation method of FrCN
is presented for the masses of breast cancer. The main advantage of
FrCN is to preserve the high resolution of feature maps. Especially for
the edges of the objects, where FrCN learns the full resolution features
of each pixel of the original input data to achieve more accurate pixel-
to-pixel segmentation. This is achieved by removing the max-pooling
and subsampling layers in the networks and enabling the convolutional
layers to extract and learn the full resolution spatial features of the
input image.

In this paper, a completely integrated CAD system is proposed based
on deep learning to automatically detect, segment, and classify breast
masses in a single framework. The rest of the paper is organized as

follows. First, an automatic deep learning You-Only-Look-Once
(YOLO)-based mass detection model is presented. Second, a newly
proposed deep learning mass segmentation method, a full resolution
convolutional network (FrCN), is proposed and compared against other
existing state-of-the-art deep models. Finally, a deep learning con-
volutional neural network (CNN) classifier is presented to distinguish
between benign or malignant detected and segmented masses. We va-
lidate the proposed integrated CAD system and compare it to the latest
methodologies by utilizing the public INbreast database [34].

2. Literature review

Breast cancer diagnosis via a CAD system can be improved by using
the deep high-level features of deep learning, which can represent the
characteristics of the masses better [4,10,19]. Mass detection is an
important stage in the CAD systems for breast cancer diagnosis [4,35].
It is a challenging problem and has not been fully resolved [19,35]. In
general, manual mass detection was utilized in the CAD systems which
used deep CNN to classify the masses as either benign or malignant
[33,36,37]. In other CAD systems, these manually detected masses are
directly fed into CNN to generate the integrated high-level deep fea-
tures [10,19,37]. In some other CAD systems, the high-level deep fea-
tures were extracted from the multiple layers of CNN, and then con-
catenated and fed into the classifier to distinguish between benign or
malignant tissues [33]. Most of these CAD systems achieved better
classification performance against the traditional machine learning
techniques which depend on the hand-crafted features [23,24]. How-
ever, the automatic mass detection still remains as a challenge. The
need to automatically detect breast abnormalities was addressed in
several studies [10,19,24,38]. At present, few deep learning studies
present automatic mass detection methods in CAD systems [14,19,24].
The preliminary mass detection results are presented utilizing deep
learning YOLO technique using the digital database of mammography
(DDSM) [9]. The detection performance via YOLO was better in com-
parison to other recently published detection methods [14,19]. A CAD
system utilizing a deep belief network (DBN) was presented to analyze
suspicious regions in mammograms [4]. In this work, for mass detec-
tion, adaptive thresholding and morphological operations were utilized
achieving an overall detection accuracy of 86% [3,4]. In [35], a new
deep model called region-based CNN (R-CNN) was proposed to auto-
matically detect the masses of breast cancer [35]. The entire mammo-
gram was divided into multiple patches to detect the masses locally.
Then, R-CNN was trained to classify the detected regions as benign or
malignant. In [14], another automatic method using a cascade of deep
learning models was proposed for mass detection. This method involved
four sequential steps to detect masses in breast abnormalities. First, a
multi-scale deep belief network (mDBN) and Gaussian mixture classifier
(GMC) was utilized to extract suspicious regions. Second, two-level
cascade of R-CNN was used to reduce the false positive rate in these
detected regions. All remaining regions were then fed again into a two-
level cascade of a conditional random forest (CRF) classifier to enhance
the process of false positive reduction. All potential regions that sur-
vived in the previous stages were combined using a connected com-
ponent analysis (CCA) as a post-processing technique [14]. Finally, the
refinement algorithm was utilized to improve the precision of mass
detection [39]. This refinement algorithm was also implemented with
deep R-CNN through two sequential steps [19]. First, Bayesian opti-
mization was used to detect suspicious regions. Then, a deep structure
of R-CNN based classifier was utilized to improve the scale and locali-
zation of the detected regions. Despite improving the results for auto-
matic mass detection, challenges remained with the high complexities
of memory, practical implementation, and long runtime.

Several conventional studies have segmented masses from X-ray
mammography images. Growing regions based on gradient filters and
simple edge detection have been widely used for mass segmentation
[26,40,41]. Other studies have improved the results of mass
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segmentation for CAD systems by utilizing active contour and Markov
random field (MRF) methods [42–44]. However, all of these methods
have limitations because they depend on the prior knowledge of the
mass contour [6,45]. Recently, a few studies based on deep learning
with CNN have been presented and achieved better segmentation per-
formance for medical and semantic image segmentation [46–50]. These
segmentation models are mostly based on deep learning CNN which is
built by adapting and converting the functionality of a well-known
VGG-16 network from a classification to a segmentation task. However,
due to the multiple of max-pooling and subsampling layers, these
models suffer from the loss of spatial resolution of the feature maps. In
general, the max-pooling and subsampling layers in each block of VGG-
16 reduce the size of extracted feature maps, eliminate the redundancy
of features, and minimize the computation cost [51]. Also due to max-
pooling and subsampling layers, the spatial resolution of feature maps
will exponentially decrease. One of the mostly used CNN models for
segmentation is the fully convolutional network (FCN) [46]. FCN model
consists of two main stages called the encoder and decoder networks
[46]. The encoder network involves convolutional, max-pooling, and
sub-sampling layers before the fully connected (FC) layers of VGG-16.
To prevent the loss of the spatial resolution caused by the multiple max-
pooling and subsampling layers, the decoder network is built by re-
placing the FC layers with the deconvolutional and up-sampling layers.
Although the up-sampling layers could be used to recover the spatial
resolution, this leads low segmentation accuracy, especially for tiny
objects [46]. In [52], the deep FCN model was utilized to segment skin
lesions from dermoscopy images [52]. To increase the feature map
resolution, Jaccard distance was utilized as a loss function instead of
cross-entropy in the training process. However, the problem of resolu-
tion reduction in the feature maps has not been resolved. Inspired by
the structure of FCN, a new segmentation model called U-Net was
proposed to segment neural brain images obtained from the electron
microscopy (EM) [47]. In segmentation via U-Net, the feature maps
from each encoder were combined with the corresponding one in the
decoder network. Then, up-sampling and deconvolutional operations
were performed to overcome the resolution loss of feature maps due to
the multiple max-pooling and subsampling layers [47]. In [48], another
deep segmentation model for pixel-to-pixel semantic segmentation
called SegNet was proposed. Similar to FCN, SegNet model consisted of
two main stages which were called the encoder and decoder networks.
Each of encoder and corresponding decoder networks involved thirteen
convolutional layers but in a reverse style of structure [48]. Finally, a
Softmax classifier was used to produce the final segmentation maps
with the same resolution of the original input image. Despite the en-
couraging results of all these segmentation techniques, they have not
yet been applied to the mass segmentation of breast images. To date,
only a few attempts based on deep learning have been presented for
mass segmentation from mammograms. A deep learning model based
on a structured support vector machine (SSVM) was proposed where
the manual masses are extracted depending on the mass prior contour
of the ground truth [30]. Then, DBN two times with patch sizes of 3× 3

and 5× 5 was utilized to detect potential candidates from the masses.
Meanwhile, the deep model of DBN is combined with a Gaussian mix-
ture classifier (GMC) to perform the pixel-to-pixel segmentation task.
Improved mass segmentation results were achieved utilizing this seg-
mentation method resulting in Dice indices of 87% and 88% on the
DDSM-BCRP [36] and INbreast [34] datasets, respectively. In [45],
CNN was utilized for breast cancer mass segmentation by comparing
two different models: deep model based on SSVM and the other deep
model based on conditional random field (CRF) classifier [45]. After
that, Chan-Vese active contour model was utilized as refinement to
improve the precision of mass segmentation results [53].

Recently, a few integrated CAD systems based on deep learning
have been developed to include the detection, segmentation, and clas-
sification of breast masses in three consecutive stages [19,24]. In [29],
a hybrid CAD system was proposed based on a combination of deep and
hand-crafted features. CRF was first trained to generate the likelihood
image where its local optima are used as seed points to generate po-
tential masses [29]. Around the location of the seed point, the potential
masses were extracted and then CNN was utilized to generate the deep
high-level features. For segmentation, the region growing and active
contour methods were used to segment the potential masses. Then, the
hand-crafted features were manually generated from these segmented
masses. The hand-crafted features and deep features were combined
together to build the hybrid CAD system [29]. This hybrid CAD system
achieved an AUC of 94.10%, while the CAD system which only de-
pended on deep features achieved 92.90%. In [19] and [24], a com-
prehensive CAD system for breast cancer analysis was proposed. For
mass detection, a complex cascade structure of deep learning was uti-
lized involving mDBN with GMC, two stages of R-CNN, two stages of
CRF, and a refinement algorithm based on R-CNN [14,19]. For mass
segmentation, another complex cascade of deep learning techniques
was used involving two stages of DBN with CRF and a refinement
method by Chan-Vese active contour [19,21,24,45]. For classification, a
simplified version of CNN was pre-trained to classify the masses as ei-
ther benign or malignant. Despite of successes of these CAD systems for
breast cancer diagnosis, the remaining challenges still exist including
high complexities of memory, practical implementation, and long
runtime challenges.

3. Materials and methods

In this study, we present an integrated CAD system for breast cancer
which includes detection, segmentation, and classification in a single
framework. First, an automatic mass detection is presented based on
deep learning YOLO. Then, a mass segmentation methodology based on
a novel deep learning FrCN is proposed. Finally, we also propose an
automatic mass classification based on CNN. A schematic diagram of
the proposed CAD system is illustrated in Fig. 1.

Fig. 1. Schematic diagram of the proposed computer-aided diagnosis (CAD) system based on deep learning to detect, segment, and classify breast cancer masses from
input digital X-ray mammograms.
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3.1. Dataset

In this study, the INbreast database [34] of X-ray mammography is
utilized to test and evaluate our proposed CAD system. INbreast is the
largest publicly available dataset with ground-truth annotations of
breast cancer abnormalities (i.e., benign and malignant) [34]. It has
410 mammograms (i.e., normal, benign, and malignant) including
views of both MLO and CC from 115 patients [34]. To evaluate our CAD
system, we include all cases having masses in both views of the mam-
mograms in a total of 107 cases [34]. Some of these cases have more
than one mass, thereby, a total of 112 masses were collected according
to the Breast Imaging Reporting and Data System (BI-RADS). BI-RAD is
standard criteria developed by the American College of Radiology
(ACR) to assign suspicious lesions into one of six categories [34]. Be-
nign cases are assigned to the categories 2 and 3, while malignant cases
are in categories 4, 5, and 6 [19,24]. In this study, 36 masses with BI-
RAD ∈ {2, 3} are categorized as benign, while 76 masses with BI-RAD ∈

{4, 5, 6} are categorized as malignant.

3.1.1. Data augmentation and transfer learning
To train deep learning models, a large amount of annotated dataset

is required. The small size of medical image datasets currently available
presents a challenge for this training task [54]. Recently, two remedies
are proposed to handle this challenge: data augmentation and transfer
learning. Data augmentation is a well-accepted process that has been
recently used to increase the size of the dataset, speed up the con-
vergence, and avoid overfitting problems [10,19,24,33,54,55]. In this
study, we have augmented the original mammograms eight times by
rotating them with the angles of = °Δθ 45 (i.e., °0 , °45 , °90 , °135 , °180 ,

°225 , °270 and °315 ) [10,19,24,29,33]. Thus, a total of 896 mammo-
grams (i.e., the 112 original plus augmented mammograms) were col-
lected to train and test all the proposed deep models: detection, seg-
mentation, and classification. This means that in the total of 288 benign
and 608 malignant cases were used in this study. For model in-
itialization, there are two ways of initializing the parameters of deep
models: random initialization and transfer learning [24,56]. In the
former method, all parameters (i.e., weights) of deep models are ran-
domly initialized with a zero-mean or unbiased Gaussian distribution
with a standard deviation of 0.01 [57]. Meanwhile, some network
biases of the convolutional and FC layers are initialized with number
ones and others with zeros, where the initialization with ones accel-
erates the learning process by providing positive inputs to all activation
functions (i.e., ReLUs) [57]. In the latter method, transfer learning is
utilized to pre-train all deep models first with a large annotated com-
puter vision dataset (i.e., ImageNet [58]) and then the models are re-
trained or fine-tuned using the augmented annotated dataset (i.e.,
mammograms) [9,10,24,57]. In this work, we used the transfer learning
method to initialize the parameters of all deep learning models. In fact,
transfer learning has been utilized for breast cancer medical image
analysis through various CAD systems [9,10,24,33].

3.2. YOLO for mass detection

Mass detection is the first critical task for the CAD system to detect
the potential masses of breast tissues. It is a difficult task due to the
large variation in the shape, size, and low SNR of masses from their
surrounding tissues [9,19,29]. In this study, we have adopted a deep
learning model called YOLO [9] to detect the mass regions (i.e., mass
ROIs) from entire mammograms. Some preliminary work using YOLO
has proven that this technique is effective in detection tasks [9,58].
YOLO is a regional ROI-based CNN technique established to directly
detect suspicious regions of masses from the entire mammogram [9]. A
good performance was achieved with YOLO for the detection of breast
masses with a public X-ray mammography DDSM dataset [9]. YOLO can
accurately detect and generate potential bounding boxes around breast
masses [9]. Since the INbreast dataset includes accurate ground truth

[19,24,34], YOLO can be a good choice for breast mass detection for the
following reasons. First, YOLO has a robust ability to detect the masses
directly from entire mammograms [9]. Second, detected bounding
boxes via YOLO accurately align the masses, thereby, a low rate of false
positives is achieved compared with other studies [14,19,24]. Third, it
can even detect challenging cases where the masses exist either over
pectoral muscles or inside dense regions. Fourth, the running time of
the testing and required memory are extremely low compared to other
more complex deep learning models [14,19,24].

3.3. FrCN for mass segmentation

Once the masses are detected from the previous detection stage of
the CAD system, the detected masses are fed directly into our newly
proposed segmentation stage. First, a contrast-limited adaptive histo-
gram equalization (CLAHE) method is utilized as a preprocessing step
for all detected masses. CLAHE is an image contrast enhancement al-
gorithm which divides the entire image into multi-regions and then
applies histogram equalization locally over each region [19,21,24,45].
This method has been successfully applied to improve image contrast
and increase the contrast between the masses and their surrounding
tissues [19,21,24,45,59].

Previous studies have established that FCN, SegNet, and U-Net for
pixel-to-pixel segmentation which provided better segmentation results
comparing to other conventional methods [46–48]. However, these
segmentation models used multiple max-pooling and subsampling
layers in their encoder networks resulting in the loss in the spatial re-
solution of the feature maps. To recover the resolution of the feature
maps in the decoder network of these models, the up-sampling and
deconvolution layers were utilized, but these processes increased the
number of training parameters. These deep learning segmentation
models suffer from the diminished spatial resolution, loss of details, and
increase in computation cost.

In this study, we propose a new FrCN deep learning model for pixel-
to-pixel mass segmentation. FrCN consists of two main consecutive
encoder and decoder networks. The encoder network involves thirteen
convolutional layers. However, unlike the previous deep models, the
max-pooling and sub-sampling layers are removed from the encoder
network to preserve the full spatial resolution of the original input as
well as the details of the objects. This is a key modification to avoid any
information loss during feature map generation for accurate pixel-to-
pixel mass segmentation. Therefore, the high-level deep feature maps in
each block of the encoder network are generated utilizing only the
convolutional process, preserving the full resolution of the input
images. By this modification, FrCN is able to maintain the details and
edges especially for the tiny objects. Meanwhile, the decoder network
of FrCN is built by replacing all three FC layers of VGG-16 with three
full convolutional layers. Because the convolutional layers on the full
resolution of the input images without sub-sampling in the encoder
network are utilized, up-sampling and deconvolutional layers in the
decoder network are not used. The final output of deep feature maps is
directly fed into a Softmax classifier to obtain the probability that each
pixel is a mass or non-mass. Finally, a non-linear activation function of
ReLU is utilized after each block in the encoder and decoder stage as
applied in previous work [48,49,51,57]. Indeed, the architecture of
FrCN is inspired from recent applications in computer vision for se-
mantic segmentation utilizing deep learning such as FCN [46], SegNet
[48], DeconvNet [49], DeepLap [50], and U-Net [47]. Fig. 2 shows the
architecture of the proposed deep learning FrCN segmentation model
for pixel-to-pixel mass segmentation.

To establish our deep learning FrCN model, we utilize a stage-wise
training process, where we gradually add decoder into the decoder
network to develop the network until the performance is stable [46].
This deep model can successfully handle the segmentation task with full
resolution and competitive computational time. To evaluate the overall
segmentation performance of the proposed FrCN, a direct comparison
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against other existing deep learning models such as FCN [46], SegNet
[48], and U-Net [47] is presented using the same data from the INbreast
database [34].

3.4. CNN for mass classification

After detection and segmentation of the masses, a simplified version
of AlexNet based on deep CNN (i.e., ConvNet [57]) is used in the
classification of the segmented masses as benign or malignant, produ-
cing the last output of our CAD system. In general, CNN has a good
representative deep model to directly generate deep hierarchical fea-
tures from the input raw images [19,24,28,33,57,60]. In this study, our
CNN consists of five convolutional layers and two FC layers as shown in
Fig. 3. For the first and second convolutional layers, 20 and 64 filters
with a size of 5× 5 are used, respectively. The third, fourth, and fifth
convolutional layers involve 256 filters with a size of 3×3 for each. A
non-overlapped max-pooling with a size of 2×2 is used to sub-sample
the input patch via a factor of 2 as shown in Fig. 3. Meanwhile, local
response normalization layers are used after each convolutional layer to
improve the performance of the proposed CNN model [48,57]. Then,

two FC layers are used with 1024 and 4096 nodes, respectively. After
that, a logistic regression layer (i.e., Softmax) with two nodes are added
to represent the benign against malignant classification. Finally, the
activation function of ReLU is utilized after each stage of CNN except
for the last layer which is presented via Softmax. ReLU function is
commonly used for deep learning models because its saturation is much
faster than sigmoid and tanh functions in terms of training time [57].
Therefore, deep models with ReLU are generally faster and produce
better performance as concluded in a previous study [57].

3.5. Experimental settings

In this work, the INbreast database [34] is utilized to evaluate the
performance of the proposed CAD system through all three stages, step
by step.

For each stage, 4-fold cross-validation tests were carried out with
the training, validation, and test datasets, which were generated by
stratified partitioning to ensure that each mammogram gets tested
equally and to prevent any bias error [10,19,24,29]. This means that all
proposed detection, segmentation, and classification deep models are

Fig. 2. Proposed deep learning model of a full resolution convolutional network (FrCN) for the mass segmentation stage. (a) Detected ROI (yellow) superimposed on
the original mammogram with its ground truth (red), (b) detected ROI (i.e., input mass) with highlighted ground truth (red), (c) output segmented map of input mass,
and (d) segmented output mass. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).

Fig. 3. Proposed deep learning model of the convolutional neural network (CNN) for the mass classification stage. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.).
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trained four times to get the overall performance of the proposed CAD
system. In all experiments, we randomly divided the augmented dataset
for both benign and malignant classes into three groups: 75% (216
benign and 456 malignant) for training, 6.25% (18 benign and 38
malignant) for validation, and 18.75% (54 benign and 114 malignant)
for testing as performed in the previous studies [19,29]. To avoid any
bias that may occur during the training process due to an unbalance of
the training data for all the detection, segmentation, and classification
deep learning models, we use the following conditions. First, the
training set is shuffled through each mini-batch to make sure each
image is utilized only once per epoch as applied by Badrinarayanan
et al. [48]. Second, the minimization process utilizing a weighted cross-
entropy loss function is used to estimate the parameters of all deep
models during the training process as applied in previous studies
[24,48,57]. Third, a double cross-validation method is used to select the
optimal parameters of all deep learning models with the training and
validation datasets. Then, the final performance for all of these models
is only assessed utilizing the testing set [19,48,61]. All of these ex-
periments are performed on a PC with the following specifications: Intel
(R) Core(TM) i7-6850 K with 16 GB RAM, clock speed or frequency of
CPU @ 3.360 GHz, and GPU of NVIDIA GeForce GTX 1080. The CAD
system is implemented in Python 2.7.14 and C++ on the Ubuntu
16.04 operating system. The implementation of all deep segmentation

models is achieved utilizing Theano [62] and Keras [63] deep learning
libraries, while the detection and classification models are implemented
under the Tensorflow environment [64].

3.5.1. Experimental settings for mass detection via YOLO
Both views of mammograms (i.e., MLO and CC) in the INbreaset

dataset exist with different image sizes [34]. Therefore, all images are
resized to 448× 448 as in previous work [9]. Then, all images are
normalized to a range of [0,1]. In this study, we consider the masses to
be correctly detected if the intersection over union (IoUGround truth

Extracted ) be-
tween the extracted and annotated (i.e., ground truth) bounding boxes
of the mass is greater than or equals 50% as in previous work
[4,9,10,19,20]. Moreover, the false positive candidates of ROIs are
manually excluded before the segmentation and classification stages of
the CAD system as applied previously [19,24]. This is because there is a
lack of ground truth for the detected false masses to derive the per-
formance evaluation metrics [19]. Thus, the evaluation process for the
segmentation and classification stages is done with the exception of the
falsely detected cases.

3.5.2. Experimental settings for mass segmentation via FrCN
In the segmentation stage, only correctly detected masses are used,

while the falsely detected are manually excluded as previously done in

Table 1
The performance of the mass detection over 4-fold cross validation via deep learning based YOLO on the test sets of the INbreast dataset.

Fold Test Benign Malignant Total Metrics (%)

True False True False True False Acc. MCC F1-score

1st fold 54
100%

0
0.0%

113
99.12%

1
0.88%

167
99.40%

1
0.59%

99.40 98.65 99.56

2nd fold 51
94.44%

3
0.05%

114
100%

0
0.0%

165
98.21%

3
1.79%

98.21 95.93 98.70

3rd fold 53
98.15%

1
1.85%

113
99.12%

1
0.88%

166
98.81%

2
1.19%

98.81 97.27 99.12

4th fold 53
98.15%

1
1.85%

114
100%

0
0.0%

167
99.40%

1
0.59%

99.40 98.64 99.56

Average (%) 97.69 0.94 99.56 0.44 98.96 1.04 98.96 97.62 99.24

Fig. 4. Examples of mass detection utilizing YOLO on the test images of INbreast dataset. (a) and (b) show the detected ROIs (i.e., masses) for benign cases, while (c),
(d), and (e) for malignant cases. Detected ROI are superimposed on the original images: benign (magenta), malignant (green), and ground truth (red). (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).

Table 2
Comparison between YOLO-based detection against other methods.

Reference Method Data Testing time per image (Second) Mass Detection Accuracy (%)

Dhungel et al. [19],
Carneiro et al. [24]

Cascade Deep Learning and Random Forest INbreast 39 96.00

Kozegar et al. [20] Adaptive threshold with some of machine learning techniques INbreast 108 87.00
Our method Deep learning based YOLO INbreast 3 98.96
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[19,24]. Similar to the detection stage, the same 4-fold cross validation
is performed for all segmentation deep learning models: FCN [46],
SegNet [48], U-Net [47], and the proposed FrCN. To train all of these
deep learning models, a learning rate of 0.001 with Adam optimizer is
utilized [52,65]. Meanwhile, 100 epochs and 20 mini-batches are used
to optimize and select the model parameters with the training and
validation datasets. A weighted cross-entropy is used as a loss function
to handle the variety of the pixel numbers in each class during the
training process. As shown in Fig. 2, a dropout of 0.5 is added after the

first and second convolutional layers in the decoder network to prevent
the overfitting.

3.5.3. Experimental settings for mass classification via CNN
All segmented masses are resized to a size of 40×40 utilizing a bi-

cubic interpolation [19,21,24,33,45,57]. These masses are then fed into
the classification stage via the implemented CNN as shown in Fig. 3. In
order to show the impact of the segmentation, we have tested the CAD
systems without and with the segmentation stage. That is, in the former,
the correctly detected masses are directly fed into the classification via
CNN ignoring the segmentation stage. In the latter, the detected masses
are first segmented via the proposed FrCN and then passed into the
classification stage of our CNN. This comparison is performed under the
same settings and architectures of the classifier for CAD systems. To
verify both settings of the CAD systems during classification, the same
4-fold cross validation is performed similar to in the detection and
segmentation stages. For training, an Adam optimizer with the learning
rate of 0.0001 and weight decay of 0.0005 is utilized [52,65]. Mean-
while, the number of epochs and mini-batch size are set to 100 and 24,
respectively. A dropout of 0.3 is used on both fully connected layers to
accelerate the training process as well as prevent the overfitting
[19,29,48,66].

3.6. Evaluation metrics

The three stages of the proposed CAD system are evaluated sepa-
rately as follows. Overall accuracy, is used to evaluate the detection
stage. Since the dataset used in this study is unbalanced, we also used
F1-score and Matthews correlation coefficient (MCC). The F1-score is
also known as the Dice similarity coefficient which represents a har-
monic average of the precision and sensitivity. Its maximum score of 1
indicates perfect precision and sensitivity and of 0 the worst [25]. MCC
is used as a balanced measure of the quality of classifications even if the
classes are in different sizes, counting in true and false positives and
negatives [67]. Sensitivity, specificity, overall accuracy, Dice similarity
coefficient or F1-score, Jaccard index, and MCC are used to evaluate the
proposed segmentation method of FrCN against others (i.e., FCN,
SegNet, and U-Net) [19,52,68,25]. The criteria for all of these metrics
are defined as follows,

=
+

Sensitivity (Sen. ) TP
TP FN

,
(1)

=
+

Specificity (Spe. ) TN
TN FP

,
(2)

=
+ +

Jaccard (Jac. ) TP
TP FP FN

,
(3)

− =
∙

∙ + +
sF1 core (Dice) 2 TP

2 TP FP FN
,

(4)

=
+

+ + +
Overall accuracy (Acc. ) TP TN

TP FN TN FP
,

(5)

=
∙ − ∙

+ + + +
MCC TP TN FP FN

(TP FP)(TP FN)(TN FP)(TN FN) (6)

where TP, TN, FP, and FN are defined per pixel to represent the number
of true positive, true negative, false positive, and false negative detec-
tions, respectively. The confusion matrix is used to derive all of these
parameters. A good performance of segmentation is achieved with high
sensitivity and specificity where all the masses and surrounding tissues
are correctly segmented. Meanwhile, the rate of similarity between
predicted and ground-truth regions is measured using the Dice (F1-
score) and Jaccard metrics interpreting how many TP pixels are found
to be FPs [19,25]. The Matthew correlation coefficient (MCC) is also
used to measure the correlation between the segmented mass pixels and
its ground-truth [69]. Moreover, a tradeoff between sensitivity and

Table 3
Segmentation performance of our proposed full resolution convolutional net-
work (FrCN) against other methods on the test sets of the INbreast dataset.

Test Fold Method Measurement metrics (%)

Dice Jac. Sen. Spe. Acc. AUC MCC

1st fold FCN 89.11 80.36 82.97 96.98 90.23 89.98 81.07
SegNet 89.32 80.7 82.75 97.64 90.47 90.19 81.64
U-Net 90.26 82.25 84.6 97.34 91.2 90.97 82.94
Proposed
FrCN

92.75 86.47 92.07 93.99 93.06 93.03 86.11

2nd fold FCN 88.81 79.87 82.50 96.99 90.06 89.74 80.73
SegNet 88.88 79.99 82.35 97.31 90.16 89.83 80.97
U-Net 89.82 81.51 83.71 97.53 90.93 90.62 82.43
Proposed
FrCN

92.75 86.48 92.98 93.12 93.05 93.05 86.09

3rd fold FCN 89.15 80.42 83.18 96.76 90.15 89.97 80.92
SegNet 88.69 79.68 81.65 97.67 89.88 89.66 80.63
U-Net 89.42 80.87 82.98 97.52 90.45 90.25 81.63
Proposed
FrCN

92.89 86.72 92.90 93.26 93.09 93.08 86.16

4th fold FCN 88.54 79.44 82.26 96.78 89.87 89.52 80.31
SegNet 89.40 80.83 83.31 97.22 90.60 90.26 81.74
U-Net 91.17 83.77 87.73 95.70 91.91 91.72 83.95
Proposed
FrCN

92.36 85.81 92.94 92.47 92.69 92.70 85.36

Average FCN 88.90 80.02 82.72 96.88 90.08 89.80 80.76
SegNet 89.07 80.30 82.51 97.46 90.28 89.99 81.25
U-Net 90.17 82.10 84.76 97.02 91.12 90.89 82.74
Proposed
FrCN

92.69 86.37 92.72 93.21 92.97 92.97 85.93

Fig. 5. The performance of mass segmentation in terms of ROC curves on the
test sets of INbreast dataset.
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specificity, producing ROC curves with AUC, is also used to evaluate the
segmentation method [70]. For classification, sensitivity, specificity,
overall accuracy, ROC curve with AUC, MCC and F1-score are used per
image (i.e., input ROI) not per pixel as in the segmentation stage
[3,4,9,19,29,33].

4. Results

4.1. Mass detection results

The performance of mass detection over the four-fold cross-valida-
tion on the INbreast test datasets is reported in Table 1. Examples of the

mass detection results showing the potential ROIs (masses) are shown
in Fig. 4. In each test fold, the detected regions are considered to be
correct when ≥IoU 50%. The false detections presented in Table 1 in-
dicate those cases with <IoU 50%. An average of 98.96% in overall
detection accuracy, MCC of 97.62% and F1-score of 99.24% demon-
strate the reliable performance of the YOLO detector. A comparison of
results using YOLO against the latest methods are listed in Table 2. It is
clearly observed that the YOLO detector performed better in accuracy.
In addition, it is much faster than other deep models as presented in
Table 2.

4.2. Mass segmentation results

As shown in Table 1, the falsely detected cases of breast masses over
each test fold have been excluded in the segmentation stage. The seg-
mentation performances of the proposed FrCN against FCN (i.e., FCN-8
[46]), SegNet, and U-Net are presented in Table 3. These results are
measured from each fold of testing in the same set as presented in the
detection stage. Here, all quantitative measurements for the mass seg-
mentation are computed per pixel of the segmented maps with the same
resolution of the original image (i.e., input ROI).

As shown in Table 3, FrCN clearly outperforms other methods with
an average Dice index of 92.69%, Jaccard coefficient of 86.37%, overall

Fig. 6. Examples of the segmentation results for the proposed full resolution convolutional network (FrCN) against the fully convolutional network (FCN), U-Net, and
SegNet. The contours indicate the ground truth (red), FrCN (yellow), U-Net (green), SegNet (magenta), and FCN (blue). (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.).

Table 4
Comparison of segmentation time for the full resolution convolutional network
(FrCN) against other methods.

Method Training time per epoch
(Second)

Testing time per image
(Second)

FCN 466 10.25
SegNet 245 10.48
U-Net 289 10.66
Proposed FrCN 231 8.51

Table 5
Comparison of classification performance (%) for both CAD systems over 4-fold cross validation on the test sets of the INbreast dataset.

Fold Test CAD system without mass segmentation CAD system with mass segmentation

Sen. Spe. Acc. AUC MCC F1-score Sen. Spe. Acc. AUC MCC F1-score

1st fold 92.04 90.74 91.62 91.39 81.32 93.69 98.23 92.59 96.41 95.41 91.74 97.47
2nd fold 92.98 86.27 90.91 89.63 78.84 93.39 97.37 92.16 95.76 94.76 90.02 96.94
3rd fold 92.04 88.68 90.96 90.36 79.59 93.27 97.35 92.45 95.78 94.90 90.26 96.92
4th fold 92.11 88.68 91.02 90.39 79.65 93.33 95.61 92.45 94.61 94.03 87.63 96.04
Average 92.29 88.59 91.13 90.61 79.85 93.42 97.14 92.41 95.64 94.78 89.91 96.84
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accuracy of 92.97%, and MCC of 85.93%. In contrast, SegNet achieves a
better specificity performance of 97.46%. Moreover, the segmentation
performance of FrCN against all other methods was evaluated by the
AUC over all test folds. Fig. 5 shows an example of the ROC curves with
their AUCs from the 2nd test fold for comparison among all methods. As
clearly shown in Table 3 and Fig. 5, the performance of FrCN outper-
forms all other methods with an average AUC of 92.97%. Examples of
the qualitative segmentation results for the proposed FrCN against FCN,
SegNet, and U-Net are shown in Fig. 6. Additionally, a comparison of
Dice index and overall accuracy for each corresponding image (mass)
are presented. Table 4 shows the comparison of computing time for
FrCN against FCN, SegNet, and U-Net for training and testing durations.
As presented in Tables 3 and 4, FrCN achieves better mass segmentation
results and faster training time (6.42 h) for all epochs than FCN, SegNet,
and U-Net with 12.94, 6.81, and 8.03 h, respectively. Although U-Net
achieves better segmentation results than SegNet, it is slower in the
training and testing tasks.

4.3. Mass classification results

All segmented masses via the proposed FrCN are sequentially fed
into the classification stage in the same test folds from the previous
detection and segmentation stages. The performance of classification is
evaluated in terms of sensitivity, specificity, overall accuracy, ROC
curve with its AUC, MCC, and F1-score values for the CAD systems with
and without the segmentation stage as reported in Table 5. It is ob-
viously noted that the CAD system with the segmentation achieves
much better results with a sensitivity of 97.14%, specificity of 92.41%,
overall accuracy of 95.64%, and AUC of 94.78% as well as MCC and F1-
score are improved by 10.06% and 3.42%, respectively. Meanwhile, the
confusion metrics with each test fold for both cases of the CAD systems
(i.e., with and without segmentation) are presented in Table 6. For the
CAD system with segmentation, it is obviously demonstrated that
92.41% of benign and 97.13% of malignant cases are correctly classi-
fied, while 2.86% of benign and 7.59% of malignant are negatively
classified. However, the false positive rates are negatively affected by
the specificity through both cases of the CAD system (i.e., with and
without the segmentation) by 11.40% and 7.59%, respectively.
Thereby, the CAD system with the segmentation provided much better
results over all 4-fold cross validations in all measurements as presented
in Tables 5 and 6. The results shown in Tables 5 and 6 indicate a stable
performance by the CAD system through all fold subsets. The results of
classification show the robustness of the proposed CAD system, mini-
mizing the false positive and negative rates. An example of ROC curves
with AUCs for both cases of the CAD system on the 2nd test fold is
shown in Fig. 7. As shown in Fig. 7, the TPR is increased and FPR is
decreased which indicates that the CAD system performs better.

5. Discussion

Deep learning based CNNs have recently achieved remarkable suc-
cess in the analysis of medical images [25,54,55], In this study, a fully
integrated CAD system based on deep learning covering detection,

Table 6
Confusion matrices of classification via a convolutional neural network (CNN)
with and without mass segmentation over 4-fold cross validation on the test sets
of the INbreast dataset.

Fold Test CAD system without mass segmentation CAD system with mass
segmentation

Actual
Classes

Predicted Classes Predicted Classes

Benign Malignant Benign Malignant

1st fold Benign 49
90.74%

5
9.23%

50
92.59%

4
7.41%

Malignant 9
7.96%

104
92.04%

2
1.77%

111
98.23%

2nd fold Benign 44
86.27%

7
13.73%

47
92.16%

4
7.84%

Malignant 8
7.02%

106
92.98%

3
2.63%

111
97.34%

3rd fold Benign 47
88.68%

6
11.32%

49
92.45%

4
7.55%

Malignant 9
7.96%

104
92.04%

3
2.65%

110
97.35%

4th fold Benign 47
88.68%

6
11.32%

49
92.45%

4
7.55%

Malignant 9
7.89%

105
92.11%

5
4.39%

109
95.61%

Average (%) Benign 88.59 11.40 92.41 7.59
Malignant 7.71 92.29 2.86 97.13

Fig. 7. The performance of mass classification for both schemes of CAD system
(i.e., with and without segmentation) in terms of ROC curves on the test sets of
the INbreast dataset. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.).

Table 7
Comparison between the performances of the proposed computer-aided diagnosis (CAD) system based on deep learning through all stages of detection, segmentation,
and classification against others in the latest studies on the test sets.

Reference Data Prediction classes Total testing time per
image (Second)

Overall accuracy/ (AUC) (%) Hardware specs

Dhungel et al. [19] INbreast Benign/Malignant 41 91 / (76) Intel Core i5-2500k, 8GB RAM, 3.30 GHz, and
GPU of NVIDIA GeForce GTX 460 SE 4045 MB

Carneiro et al. [24] INbreast Normal/Benign/
Malignant

NA NA / (78: Benign Vs. Malignant) & NA / (86:
Malignant Vs. Normal+Benign)

Intel Core i7, 8GB RAM, 2.3 GHz, and GPU of
NVIDIA GeForce GT 650M 1024 MB

Proposed CAD
system

INbreast Benign/Malignant 12.23 95.64 / (94.78) Intel Core i7-6850 K, 16 GB RAM, 3.360 GHz,
and GPU of NVIDIA GeForce GTX 1080
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segmentation, and classification stages are presented. Recent studies
involving CAD systems showed that mass detection encounters chal-
lenges, especially when the masses exist inside dense tissues or over
pectoral muscles in the breast images [4,19,24]. YOLO-based deep
learning can detect the masses even if they exist inside dense tissues or
over pectoral muscles as shown in Fig. 4(a) and (b), respectively. The
proposed YOLO detector plays a critical role in the CAD system,
achieving the best detection performance compared with the latest deep
learning models [14,19,24].

In order to overcome the mass segmentation challenge as well as
achieve a better classification using a CAD system, a new method of
FrCN for pixel-to-pixel mass segmentation is proposed. In fact, seg-
mentation generates more specific and representative shape features
conducted with the mass regions improving the final classification re-
sults [19,21,25]. The proposed FrCN overcomes the limitations of the
latest deep learning segmentation models in terms of preserving high
resolution the details. As concluded by Yu et al. in 2017, a much better
classification performance can be achieved when segmentation of a skin
lesion from dermoscopy images is outperformed [25]. For comparison,
the results of all methods presented in Table 3 and Fig. 6 are achieved
without any refinement pre- and/or post-processing methods. More-
over, the segmentation of the mass improves the classification rates of
the proposed CAD system. For mass segmentation, each pixel (i.e.,
pixel-to-pixel) in the input image (i.e., detected mass) has its own label
making the training process of the proposed FrCN less complex. This
means each pixel represents an independent sample during the training
process which highly increases the number of training samples as well.

For mass classification via CNN, the proposed CAD system achieves
much better results when mass segmentation is utilized, with an overall
accuracy of 95.64%, MCC of 89.91% and F1-score of 96.84%, against
91.13%, 79.85%, and 93.42% without mass segmentation, respectively.
The improved performance is due to the following reasons. First, the
suspicious regions of the masses are accurately detected via YOLO.
Second, the robust segmentation based on the deep learning FrCN
model plays a crucial role in segmenting the specific region of masses
excluding the surrounding tissues and then the amount of false positive
and negative pixels is decreased. Third, utilizing the high deep level
features from the proposed deep learning model of CNN contributed to
improving the performance of the proposed CAD system. This means
that an accurate detection and segmentation of masses is important to
achieve a more feasible and reliable CAD system. Finally, a comparison
between our proposed CAD system through our methodology with re-
spect to the latest work in the field is presented in Table 7. Our pro-
posed CAD system could handle all stages of detection, segmentation,
and classification with a higher performance and in a faster time than
others with a total testing time for all stages of 12.23 s as summarized in
Table 7. Therefore, the performance of the proposed CAD system seems
to make its practical application possible.

6. Conclusion

In this paper, a fully integrated CAD system based on deep learning
for detection, segmentation, and classification of the masses from
mammograms in a single framework is presented. The development of a
practical CAD system, which automatically detects masses, segments
and predicts their types either benign or malignant is required. To de-
tect masses from an entire mammogram in the most challenging cases,
YOLO-based on deep learning can be used and outperforms other
methods. Due to the segmentation capability of the proposed deep
model using a FrCN, the CAD system can achieve a much better clas-
sification results. Hence, the mass segmentation pixel-to-pixel could be
a key to decrease the false positive and negative rates of pixels and then
improve the overall performance of the proposed CAD system.
Classification results of CNN based on the segmentation presents the
efficiency and feasibility of the proposed CAD system compared to the
latest methods in the field. The proposed CAD system based deep

learning through detection, segmentation, and classification could be
used for clinical applications to assist radiologists.
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